Fiber-based multispeckle detection for time-resolved diffusing-wave spectroscopy: characterization and application to blood flow detection in deep tissue
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We present a technique for the measurement of temporal field autocorrelation functions of multiply scattered light with subsecond acquisition time. The setup is based on the parallel detection and autocorrelation of intensity fluctuations from statistically equivalent but independent speckles using a fiber bundle, an array of avalanche photodiodes, and a multichannel autocorrelator with variable integration times between 6.5 and 104 ms. Averaging the autocorrelation functions from the different speckles reduces the integration time in diffusing-wave spectroscopy experiments drastically, thus allowing us to resolve nonstationary scatterer dynamics with single-trial measurements. We present applications of the technique to the measurement of arterial and venous blood flow in deep tissue. We find strong deviations both of the shape and characteristic decay time of autocorrelation functions recorded at different phases of the pulsation cycle from time-averaged autocorrelation functions. © 2007 Optical Society of America

OCIS codes: 030.5260, 030.6140, 170.6480.

1. Introduction

Diffusing-wave spectroscopy (DWS); also called diffuse correlation spectroscopy (DCS) is the extension of quasi-elastic light scattering (QELS) to strongly multiply scattering media [1,2]. This method measures the autocorrelation function $g^{(2)}(\mathbf{r}, \tau) = \langle I(\mathbf{r}, t) I(\mathbf{r}, t + \tau) \rangle / \langle I(\mathbf{r}, t) \rangle^2$ of the temporal fluctuations of the multiply scattered light intensity $I(\mathbf{r}, t)$ of the speckle pattern at the position $\mathbf{r}$. The temporal autocorrelation function of the scattered electric field $E(\mathbf{r}, t), g^{(1)}(\mathbf{r}, \tau) = \langle E^*(\mathbf{r}, t) E(\mathbf{r}, t + \tau) \rangle / \langle |E(\mathbf{r}, t)|^2 \rangle$, is related to $g^{(2)}(\mathbf{r}, \tau)$ by the Siegert relation $g^{(2)}(\mathbf{r}, \tau) = 1 + \beta |g^{(1)}(\mathbf{r}, \tau)|^2$ ($\beta$ being the coherence factor) [3] and yields detailed information on the scatterer displacements within the sample, allowing e.g., discrimination of diffusive from subdiffusive motion [4,5] or shear flow [6,7], or to detect dynamic heterogeneities even in the absence of static (transmission) contrast [8,9]. In contrast to QELS, the DWS field autocorrelation function depends on the optics of the medium by the reduced scattering coefficient $\mu_s$, the absorption coefficient $\mu_a$, and the boundary conditions for the photon transport.

Recently, DWS was introduced as a new method for diagnostics of biological tissue. In contrast to laser Doppler velocimetry or Doppler optical coherence tomography, DWS allows noninvasive probing of tissue at depths of several cm [10], owing to photon-counting detection and fast autocorrelators, enabling the measurement of autocorrelation functions decaying within no more than several microseconds.

Data from skin [11], tumors [12–15], skeletal muscle [16,17], and the human brain cortex [18–20] suggest a strong coupling of the DWS signal to blood flow. While the driven erythrocyte motion, which is thought to be the origin of the DWS signal, is not Brownian in living tissue, experimental field autocorrelation functions are generally better described with diffusion than with (random) flow [19,21,22]. A recent
comparison of DWS and arterial spin-label magnetic resonance data from the human calf muscle shows a correlation coefficient of approximately 0.7 between the effective particle diffusion coefficient extracted from DWS data and the blood flow velocity [17]. Noninvasive measurements on the human brain through the intact scalp and skull show that the effective diffusion coefficient in motor and visual cortices increases by 40% and by approximately 20%, respectively, during stimulation [18–20], consistent with the typical functional increases of blood flow velocity measured by positron emission tomography.

Current DWS experiments from tissue require integration times of about 10–100 s, dictated by the low photon count rates (typically approximately 2 kHz in integration times of about 10–100 s, dictated by the low measured by positron emission tomography.

Non-Brownian short decay times (10–100 s) are typically integrating autocorrelation functions recorded at different phases of the pulsation cycle from autocorrelation functions measured by integration over many pulsation cycles.

2. Methods

A. Multispeckle Setup

We use an external-cavity diode laser operating at λ = 802 nm (TA100, Toptica) with a coherence length of approximately 100 m as a light source. To transport the laser light to the skin, a step-index multimode fiber (core diameter 50 μm, numerical aperture 0.22) is used. Its relatively short length of 2 m minimizes artifacts due to modal noise induced by subject-caused motions of the source fiber. In contrast to a single-mode fiber, the multimode fiber allows us to maximize the light flux delivered to the tissue without the need for additional shaping of the diode laser beam. To improve the SNR of the DWS signal while keeping the laser power at the skin below the safety limit of 4 mW/mm² [28], the illuminated area is increased to a diameter of approximately 4 mm by expanding the source beam through a glass plate placed between the skin and the source fiber end. Both the excitation fiber and the receiver fiber bundle (see below) are mounted rigidly on a rail that allows for continuous variation of the source-receiver distance. Source and receiver assembly are pressed gently onto the skin to minimize artifacts from relative motions between probe and tissue.

Our receivers consist of bundles with up to 32 single-mode fibers (SMF-28, Schäfter + Kirchhoff) with a cut-off wavelength of approximately 1260 nm, numerical aperture 0.12, and mode field diameter and cladding thickness of approximately 10 and 125 μm, respectively (see Fig. 1). Each fiber is 4 m long and is optically isolated with a black poly-vinyl chloride (PVC) cable. At the sample end, the isolation cable and the coating are removed over a length of 1 cm, and the fiber ends are glued together with epoxy adhesive (Tra-Bond F112, Tra-Con) and inserted into a cylindrical poly-oxyethylene (POM) guide with 1 mm interior diameter [see Figs. 1(a) and 1(b)]. After curing, the front face of the receiver head is polished with a diamond paste with a granularity of 0.25 μm.

For protecting the polished fibers from direct contact with the skin and for easier optical coupling through hair, we use a funnel-shaped collection tip with an integrated convex lens, which is screwed onto the fiber bundle [see Fig. 1(c)]. On the detector side each fiber is equipped with an FC-APC connector with an angular polish of 8° to reduce the sensitivity of the transmission to bending and temperature variations. Because of variations of the fiber core diameters the number of transported modes in both polarizations varies from six to ten within the fiber bundle for the operating wavelength λ = 802 nm. Fiber bending, e.g., from slow motions of the subject, introduces erratic jumps of the average photon count rate and erroneous normalization of the intensity autocorrela-
Fig. 1. (a) Side and top views of the multifiber receiver head, and (b) receiver head with attached collection optics. The receiver head consists of a stainless-steel sleeve holding a POM cylinder. Few-mode fibers, whose isolation jacket and coating were removed on a length of 1 cm, are bundled inside a hole in the POM cylinder and fixed with epoxy adhesive. The collection tip with an integrated convex lens (b), screwed onto the receiver head (a), is used to image fixed with epoxy adhesive. The collection tip with an integrated length of 1 cm, are bundled inside a hole in the POM cylinder and consists of a stainless-steel sleeve holding a POM cylinder. Few-mode receiver with six modes reduces the coherence factor results in bending-insensitive transport of six modes 2.0 cm in diameter placed near the detectors, which can be efficiently converted into nonpropagating degrades the polish and the collection efficiency of the fibers. The conical brass funnel is used to move hair from the field of view.

Photon detection by four-channel APD modules (SPCM-AQ4C, Perkin-Elmer). Each APD channel is optically isolated from the others. The APD modules require a stable operating voltage (less than 2% peak-to-peak fluctuations for the 2 V supply), which is realized with two power supplies (PSAIG V 40 A, Mean Well). The output signal of each APD is a transistor-transistor logic (TTL) pulse 25 ns wide, which is sent to a 32 channel multitausor correlator (correlator.com) designed for parallel computation of 32 photon-count autocorrelation functions. The integration times of the correlator can be chosen in multiples of 6.5 ms, up to a maximum of 104 ms. The 128 sampling times $\tau_k$ of the correlator are quasi-logarithmically spaced, starting at $\tau_1 = 200$ ns. After a first block of 16 channels with a sampling time increment of 200 ns, the latter is doubled every eight channels. The buffer of the correlator stores approximately 1000 normalized intensity autocorrelation functions $g_{ij}^{(2)}(\tau)$, measured at subsequent times $t_j$ from each receiver channel $i \in \{1, \ldots, N\}$ before they have to be transferred to a personal computer (PC) (Pentium 3.2 GHz) via a universal serial bus (USB), where the bundle-averaged field autocorrelation function,

$$\langle g_{ij}^{(1)}(\tau) \rangle_N = \left[ \frac{1}{N} \sum_{i=1}^{N} (g_{ij}^{(2)}(\tau) - 1) / \beta_i \right]^{1/2},$$

is computed. The coherence factors $\beta_i$ for each receiver channel are determined beforehand with the same source-receiver geometry on a reference sample with similar characteristic decay time $1/\Gamma$ and average count rate by fitting the exponential $\beta_i e^{-2\tau}$ to the trial-averaged reduced intensity autocorrelation function, $1/M \sum_{i=1}^{M} (g_{ij}^{(2)}(\tau) - 1)$, computed from a sufficiently large number $M$ of experiments. This procedure compensates for nonidealities of the detectors (dead-time and dark counts [31]) and of the fiber receivers (see Subsection 2.B). A LABVIEW script is used to control the correlator and average the correlation functions.

The scatterer dynamics in the tissue is quantified by the decay time,

$$\tau_d = \int_{\tau_1}^{\tau_2} d\tau \langle g_{ij}^{(1)}(\tau) \rangle_N^2,$$

with integration times $\tau_1$ and $\tau_2$ chosen to cover the full decay of $\langle g_{ij}^{(1)}(\tau) \rangle_N$ without over weighting the baseline. While this parametrization does not explicitly discriminate between contributions from deep and from superficial layer dynamics to the field autocorrelation function from tissue, it is, unlike multilayer models [10,19], model-free since it does not require assumptions about tissue optical properties and scatterer dynamics.

B. Characterization of the Setup

1. Coherence Factors and Collection Efficiency

The sensitivity of the bundle-averaged field autocorrelation function to changes in the scatterer dynamics is not only limited by the photon counting
statistics, but also by uncertainties in the coherence factors $\beta$. In real few-mode fiber receivers such uncertainties can arise from nonuniform coupling of the higher-order modes into the fiber, or due to different losses within the fiber for the fundamental and for the higher-order modes, e.g., due to tight bending. Nonuniform coupling can arise from a limited solid angle of observation when collection optics is used [24].

We have thus measured intensity autocorrelation functions $g^{(2)}(\tau)$ in transmission geometry from a suspension of polystyrene latex particles for each receiver channel of an $N = 23$ fiber bundle. To reduce effects of incoherent background, we placed the sample, excitation fiber, and receiver head in a light-tight box. The average count rate was approximately 110 kHz, well below where detector dead-time effects have to be considered.

With the bare fiber receiver head, the value of the bundle-averaged coherence factor $\langle \beta \rangle_N = 0.157$ is very close to the theoretical value $\beta = 1/6 \approx 0.167$ for an ideal six-mode receiver with uniform transmission; the difference between experiment and theory arises from the detector dark counts of approximately 250 Hz. The small standard deviation $\sigma_{\beta} = 0.0025$ shows that the LP$_{01}$ and LP$_{11}$ modes are coupled into the fibers with nearly uniform efficiency. Bending the fibers in the bundle resulted in coherence factors with equal average ($\langle \beta \rangle_N = 0.158$), but slightly higher standard deviation ($\sigma_{\beta} = 0.0071$). With the collection tip attached to the receiver head, the average count rate is reduced by approximately 5.5% and the average intercept increases to a value $\langle \beta \rangle_N = 0.163$. The standard deviation of $\beta$ is observed to increase to $\sigma_{\beta} = 0.0089$, indicating that the presence of the collection optics slightly reduces the coupling efficiency for the LP$_{11}$ modes in some fibers. These results show that the receiver nonidealities are essentially due to the presence of the collection optics; the insensitivity of the coherence factors to fiber bending shows that the fiber wrapping effectively removes the higher-order modes LP$_{02}$ and LP$_{12}$. The insensitivity to fiber bending allows us to calibrate the receiver by measuring the coherence factors $\beta$, with sufficient accuracy on a stationary sample with known optical properties and dynamics. The correction for receiver nonidealties by Eq. (1) is particularly important for detecting physiological DWS signals with very small functional changes of $\tau_g$, such as from the human visual cortex [20]; here, the collection tip is essential for optimal signal collection through hair.

2. Noise
To test the performance of the multispeckle setup at low photon count rates and short integration times, we measured bundle-averaged field autocorrelation functions $\langle g^{(2)}(\tau) \rangle_N$ from an aqueous suspension of polystyrene latex spheres with an integration time $T' = 26$ ms per autocorrelation function, using a receiver with $N = 28$ fibers. Measurements were performed in transmission geometry through a slab-like cuvette with a thickness of 1.0 cm and lateral dimensions of $5.0 \times 5.0$ cm$^2$. We adjusted the photon count rate to an average value $R = 82$ kHz per fiber, which is a value typical for experiments on the human head with a source-receiver distance of approximately 3 cm. As shown in Fig. 2(a), the experimental data for $M = 20$ runs (corresponding to a total integration time of 0.52 s) agree very well with the theoretical prediction for the slab transmission geometry with expanded source and point-like receiver [32]. In single run data with integration time $T'' = 26$ ms [see Fig. 2(b)] the noise is still low enough that the value of $\mu$ obtained from a least-squares fit deviates from the prediction from Mie theory by no more than approximately 5%.

For a field autocorrelation function decaying exponentially with a rate $\Gamma$, the noise model by Koppel [22,33] predicts a standard deviation of the reduced intensity autocorrelation function, $\sigma^{(2)}(\tau) = 1$.

$$\sigma_{\tau_k} = \left(\frac{T_k}{T'}\right)^{1/2} \times \left[ \frac{\beta^2 (1 + e^{-2\tau_k})}{1 - e^{-2\tau_k}} (1 + e^{-2\tau_k}) + 2k e^{-2\tau_k} e^{-2\tau_k} \right]^{1/2}.$$ (3)

where $T_k = \tau_k - \tau_{k-1}$ is the width of the lag time bin $k$ and $n_k = RT_k$ is the average number of counts within the bin width $T_k$. To make the correspondence with experiment, we estimate the standard deviation of the reduced
Fig. 3. (a) Standard deviation $\sigma(\tau; N)$ of the reduced squared bundle-averaged field autocorrelation function $\langle \beta_N | \langle g^{(1)}(\tau) \rangle_N \rangle^2$ for $N = 28$ fibers and $N = 1$ fiber, as a function of lag time $\tau$, measured on a polystyrene latex suspension. Sample and geometry are as in Fig. 2. The dashed-dotted curve is the prediction Eq. (3) for a single receiver fiber. The steps arise from the doubling of the sampling time increment [33,34]. (b) Normalized integrated standard deviation $s(1)/s(28)$ and prediction $s(1)/s(1) = N^{-1/2}$ for statistically independent fibers (solid line).

bundle-averaged field autocorrelation function measured with $N$ fibers by

$$
\sigma(\tau; N) = \langle \beta_N \left[ \frac{1}{M} - 1 \sum_{j=1}^{N} (\langle g^{(1)}(\tau) \rangle_{N \cdot j})^2 \right]^{1/2} - (\langle g^{(1)}(\tau) \rangle_N)^2 \right]^{1/2}.
$$

As shown in Fig. 3(a), the experimental standard deviation for a single fiber ($N = 1$) closely follows the theoretical prediction Eq. (3). While the standard deviation of $g^{(1)}(\tau) - 1$ depends on the coherence factor $\beta$, which slightly varies from one fiber to the other, the close agreement with theory reflects the low variance of the coherence factor.

Using a bundle with $N > 1$ receiver fibers is expected to lead to a reduction in the standard deviation of $g^{(2)}(\tau) - 1$ by a factor $N^{-1/2}$ with respect to a single-fiber receiver. Indeed, the measured standard deviation $\sigma(\tau; N = 28)$ for the bundle with the largest number of fibers available shows a functional dependence on $\tau$ very similar to the one for $N = 1$ over the entire range of lag times, but with an amplitude reduced by a factor 0.183, which is very close to the expected value $1/\sqrt{28} = 0.189$ for independent fibers [see Fig. 3(a)].

To compare the dependence of the noise on the number of fibers used for averaging, we computed the integrated standard deviations,

$$
s(N) = \int_{\tau_1}^{\tau_2} \sigma(\tau; N) d\tau,
$$

with integration limits $\tau_1 = 1 \mu s$ and $\tau_2 = 512 \mu s$. As shown in Fig. 3(b), the standard deviations $s(N)$ scale as $N^{-1/2}$, which shows that the different detectors probe statistically equivalent but independent speckles. Consistent with the scaling of $s(N)$ is the negligible cross talk between fibers in the bundle, reflected by extremely low amplitudes of the cross-correlation function ($< 10^{-5}$) between the photon-count signals of neighboring fibers.

3. Applications

We illustrate the effectiveness of the multispeckle setup for following nonstationary tissue dynamics in real time by measurements of $\langle g^{(1)}(\tau) \rangle_N$ on the tip of the index finger, on the forearm, and over the left forehead of healthy volunteers recruited from faculty of the University of Konstanz. The study protocol was approved by the university’s Ethical Review Board.

A. Fingertip

The fingertip is commonly used for optical pulse oximetry using near-infrared transmission, as here the pulsatile variations of the concentrations of oxy- and deoxy-hemoglobin in the arterial microvasculature are easily detected by measurements of the transmitted light intensity. The laser wavelength $\lambda = 802$ nm is close to the isobestic point of hemoglobin and deoxy-hemoglobin [35], which are the strongest absorbers in the types of tissue investigated here. Hence, variations of the average photon count rate reflect changes of the total hemoglobin concentration, $c_{\text{fib}}$, within the volume swept by the diffuse photon cloud. Source and receiver fibers were placed at a distance $d = 1.4$ cm parallel to the long axis of the index finger. In the strong absorption limit, the DWS signal thus probes the tissue dynamics at an average depth $(d^2/(12 \mu_s \mu_a'))^{1/4} = 0.47$ cm (assuming a reduced scattering coefficient $\mu_s' = 19$ cm$^{-1}$ and absorption coefficient $\mu_a = 0.18$ cm$^{-1}$ [36]) [37]. Figure 4 shows

![Figure 4](image)

Fig. 4. (a) Decay time $\tau_d$ and (b) average photon count rate $R$ measured on the tip of the index finger. Source-receiver distance: 1.4 cm; integration time: 26 ms. Number of receiver channels: $N = 23$. Data in (a) and (b) were smoothed by a 130 ms sliding average, corresponding to 14% of the average pulsation period.
the decay time $\tau_d$ and the average photon count rate $R$ measured with an acquisition time of 26 ms per correlation function, using $N = 23$ receiver channels. Both $\tau_d$ and $R$ show clear pulsatile variations; while the pulsatile variation of $R$ is between approximately 2% and 3.6% within one pulsation cycle, the one of $\tau_d$ is between approximately 190% and 240%. Both the average count rate and the decay rate show additional fluctuations on a time scale of about 10 s, which are due to vasomotion. The unsmoothed data show that the systolic minima of $\tau_d$ consistently precede the ones of $R$ (i.e., the maxima of $c_{\text{tHb}}$) by $(49 \pm 14)$ ms.

B. Venous Flow

The DWS probe was placed with a source-receiver distance of 1.6 cm over the medial cubital vein at the elbow, along the direction of the vein. The arm was placed on a table at the height of the heart. The average decay time shows pulsatile variations between approximately 200% and 240% when the probe is placed directly over the vein [see Fig. 5(a)]. Displacement of the probe by approximately 1 mm off the vein strongly reduces the pulsatile variation of $\tau_d$. Although the count rate variation of approximately 2.1% within the 10 s acquisition time window is similar to the one observed on the finger, periodic components indicative of volume pulsation cannot be discerned [see Fig. 5(b)].

C. Forehead

The DWS probe was placed with a source-receiver distance of 2.9 cm over the left forehead of a male subject sitting upright during the measurement. The average decay time $\tau_d$ shows variations between 65% and 120% within a pulsation cycle [see Fig. 6(a)]. The pulsatile variations of the average count rate $R$ are between 2% and 4% [see Fig. 6(b)]. The minima of $\tau_d$ precede the ones of $R$ consistently by approximately 175 ms. The pulsation waveform of $\tau_d$ is rather symmetric, with a strong systolic minimum and a diastolic shoulder; the pronounced secondary minima in the diastolic phase, which are observed in the fingertip and vein, are not observed here.

4. Discussion

Our data show that the multispeckle DWS detection allows us to resolve pulsatile variations in the tissue dynamics in single recordings. The pulsatile waveform of $\tau_d$ measured on the fingertip shows a striking similarity to the one of the average count rate $R$, which reflects the variations in total hemoglobin concentration within the illuminated volume. The quantities $\tau_d$ and $R$ show highly significant correlation: $r = 0.34$, $p \ll 0.05$, for the raw data and $r = 0.68$, $p \ll 0.05$, for the data smoothed with a 130 ms sliding average. During systole, the pulsation waveform of $\tau_d$ shows a fast decrease to a primary minimum (reflecting fastest scatterer motion). The maximum of $\tau_d$ is reached after going through weaker secondary minima during diastole. These are reflected in the secondary minima in the average count rate $R$, which arise from reflections of the pressure wave due to the vascular impedance mismatch between arteries and capillaries [38]. We find that the pulsation rates extracted from the positions of the primary minima of $\tau_d$ and $R$ are indistinguishable.

The variations of $R$ of between 2% and 3.6% are likely due to pulsatile variations of the arterial volume. An increase in $R$ then implies a decrease in both $c_{\text{tHb}}$ and the erythrocyte concentration $c_e$ within the illuminated volume. This results in opposing effects on the decay time of the DWS autocorrelation function: (i) the reduction in $c_{\text{tHb}}$ leads to a decreased $\tau_d$ due to a reduced absorption coefficient $\mu_s\alpha$; (ii) assuming that the erythrocytes are the main mobile scatterers, a reduction in $c_e$ tends to increase $\tau_d$ due to the
reduction in effective scattering events. Due to the linear relationship between $c_{18h}$ and $c_e$, both effects are expected to result in variations in $\tau_d$ that are small compared with the ones observed.

In addition, the consistent phase lag of approximately 49 ms between $R$ and $\tau_d$ rules out a direct coupling of blood volume and DWS decay time by changes of absorption coefficient and erythrocyte concentration.

The data recorded over the medial cubital vein show that DWS resolves pulsation even when pulsatile variations of the average count rate are too small to be detected. The absence of pulsatile variations of $R$ reflects the low pressure in the venous system [37]. The pulsation waveform of $\tau_d$ shows, similar to the fingertip data, a strong primary (systolic) minimum and weaker, but clearly resolved, secondary (diastolic) minima. In contrast to the fingertip waveform, the difference in $\tau_d$ between primary systolic and secondary diastolic minima is stronger, leading to a more symmetric diastolic dip. The absence of pulsatile variations in the average count rate indicates that the pulsatile variations of $\tau_d$ of between 200% and 240% are due to quasi-periodic variations of scatterer motion driven by the weak venous pulsation rather than due to changes in optical parameters.

The pulsatile variations of $\tau_d$ measured over the left forehead of between 65% and 120% are considerably smaller than the ones measured on the index finger and over the medial cubital vein. Due to the relatively large source-receiver distance of 2.9 cm, the DWS signal probes not only the skin, but also the skull and superficial parts of the brain. While skin is perfused by arterial vessels large enough to show pulsation, blood supply in the skull is mainly accomplished by capillaries in which blood flow is nonpulsatile. The skull perfusion is thus expected to lead to a slowly varying offset in $\tau_d$ and, hence, a weaker systolic-diastolic variation of $\tau_d$. Both the phase lag of 23% of the pulsation period and its variance of approximately 52% are considerably higher than on the fingertip.

The strong pulsatile variations of the characteristic decay time $\tau_d$, which is used to parametrize the decay of the field autocorrelation function, suggest that measuring DWS autocorrelation functions from tissue with integration times of many pulsation periods (required by the poor SNR of conventional single-fiber experiments) average over temporally heterogeneous, nonstationary dynamics. This averaging effect might explain why, despite the strong correlation of DWS signals with blood flow [17], the field autocorrelation function is described by diffusion rather than by (random) flow [18,19,21].

To investigate whether the DWS autocorrelation functions differ in shape within a pulsation cycle, we compared $(g_1^{(1)}(\tau))_N$ at the systolic minima and at the diastolic maxima of $\tau_d$, using the data measured on the index finger with an integration time of 26 ms (see Fig. 7). To reduce noise, we averaged the respective correlation functions from 11 pulsation cycles [38]. The positions of the systolic minimum and diastolic maximum, respectively, were determined by hand. As shown in Fig. 7, the field autocorrelation functions differ not only in their characteristic time scale but also in the shape of their decay. In particular, the field autocorrelation function at the systolic minimum is more strongly curved at short and at long lag times than the one at the diastolic maximum. With the source-receiver distance $\rho = 1.4$ cm, the tissue at the index fingertip can be approximated as a semi-infinite homogeneous medium whose absorption coefficient $\mu_a = 0.18$ cm$^{-1}$ is much smaller than the reduced scattering coefficient $\mu'_s = 19$ cm$^{-1}$. In this limit the field autocorrelation functions for different reduced scattering coefficients can be scaled onto each other, provided the scatterer dynamics is stationary [19]. The data measured at the fingertip for the systolic minimum and the diastolic maximum of $\tau_d$ can, in contrast, not be scaled onto each other, which clearly shows that the pulsatile variation of the DWS autocorrelation function is not due to optical effects such as variations of $\mu'_s$, but due to nonstationary scatterer dynamics.

For the medial cubital vein and for the left forehead, we observe a similar lack of scaling between systolic and diastolic field autocorrelation functions. However, approximating the tissue at a superficial large vessel and at the head as a semi-infinite medium is not realistic; hence, the lack of scaling of the systolic and the diastolic correlation functions is more difficult to interpret than at the fingertip.

An essential prerequisite for the correct estimation of field autocorrelation functions by time-averaging
correlators is the stationarity of the average photon count rate during the integration time. This condition is obviously not met when the count rate shows strong pulsatile variations, such as in the fingertip or on the forehead. In the fingertip, the maximal relative count rate drifts are observed on the systolic slopes, with typical values of approximately 0.5% within an integration time of 26 ms. For the large count rates measured on the fingertip ($R \approx 0.5$ MHz), the photon-counting noise within the integration time of 26 ms is of the order of 0.3%, comparable to the drift. For the forehead data, the maximal systolic count rate drift is approximately 0.5% within 26 ms, comparable to the situation at the fingertip. However, the photon-counting noise is much larger here (approximately 2.1%), so that the count rate drift is only a minor contribution to the overall noise on the count rate. Under the experimental conditions encountered in human tissue (low average photon count rates, pulsation rates of approximately 1 Hz), the presence of photon-count drift due to pulsation does not appear to seriously affect the quality of time-resolved DWS data, as shown by coherence factors from in vivo data that are practically indistinguishable from the ones from samples with stationary count rate and dynamics.

5. Conclusions

The present fiber-based multispeckle detection extends DSW to probing nonstationary fast scatterer dynamics with a real-time resolution of as small as 6.5 ms. In comparison to camera-based multispeckle detection schemes that offer a similar real-time resolution, the use of APDs and a fast multichannel correlator offers superior resolution in lag time, thus allowing us to monitor samples with a vastly varying range of speckle fluctuation rates with a single setup. Using few-mode optical fibers particularly allows us to spatially separate the detection from the sample, which is, e.g., useful for tomographical DWS imaging [22]. Furthermore, fiber receivers allow us to collect scattered light from samples that are not accessed with ease, such as for endoscopical applications.

The main drawbacks of APDs, namely, their relatively large dead-time and the considerable afterpulsing, could be overcome by pseudo cross correlation; while this technique is prohibitive at present, complementary metal–oxide semiconductor-based photon-counting APD arrays with a greatly extended number of pixels and on-chip data processing could considerably increase both the sensitivity and the temporal resolution of multi-speckle DWS.

The time-resolved data from different types of biological tissue show pronounced pulsatile variations in the scatterer dynamics. However, the origin of the DWS signal in the different types of tissue, namely, the roles of erythrocyte flow velocity and shear deformations within the extravascular tissue, is at present not entirely clear. Here experiments on tissue phantoms with controlled optical and dynamical properties could lead to a more quantitative understanding of the DWS signal from real tissues. The temporal resolution and the high sensitivity to perfusion make the method especially attractive for monitoring perfusion of specific areas of the brain cortex following radiation therapy in patients with head and neck tumors: a pilot study,” J. Biomed. Opt. 11, 064021 (2006).
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